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ABSTRACT

In the last three decades, a wide range of protein features have been discovered to annotate
a protein. Numerous attempts have been made to integrate these features in a software
package/platform so that the user may compute a wide range of features from a single
source. To complement the existing methods, we developed a method, Pfeature, for com-
puting a wide range of protein features. Pfeature allows to compute more than 200,000
features required for predicting the overall function of a protein, residue-level annotation of
a protein, and function of chemically modified peptides. It has six major modules, namely,
composition, binary profiles, evolutionary information, structural features, patterns, and
model building. Composition module facilitates to compute most of the existing composi-
tional features, plus novel features. The binary profile of amino acid sequences allows to
compute the fraction of each type of residue as well as its position. The evolutionary in-
formation module allows to compute evolutionary information of a protein in the form of a
position-specific scoring matrix profile generated using Position-Specific Iterative Basic
Local Alignment Search Tool (PSI-BLAST); fit for annotation of a protein and its residues.
A structural module was developed for computing of structural features/descriptors from a
tertiary structure of a protein. These features are suitable to predict the therapeutic po-
tential of a protein containing non-natural or chemically modified residues. The model-
building module allows to implement various machine learning techniques for developing
classification and regression models as well as feature selection. Pfeature also allows the
generation of overlapping patterns and features from a protein. A user-friendly Pfeature is
available as a web server python library and stand-alone package.
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1. INTRODUCTION

THE ADVENT OF NEXT GENERATION SEQUENCING TECHNOLOGIES earmarked the production of a vast
amount of genomic and proteomic data that lead to the exponential growth of protein databases. The
experimental techniques used for functional annotation of a protein are time-consuming, expensive, and
slow. Thus, the functional and structural annotation of a protein is one of the main tasks in bioinformatics. In
the past, several hundred methods have been developed for predicting the functions of a protein that include
the following: (1) overall function of a protein, (2) function of each residue, and (3) therapeutic annotation of
chemically modified peptides. In all these methods, one of the significant challenges is to depict the numerical
representation of a protein, known as protein feature or descriptor.

The last five decades have witnessed considerable progress in detecting new protein features. Functional
annotation of a protein can be achieved by predicting the overall function of a protein, which includes
subcellular localization, classification, and diversified properties of a protein. Subcellular localization of a
protein is vital in understanding its function, such as TargetP (Emanuelsson et al, 2000), one of the first
methods developed for subcellular localization.

In the last two decades, a wide range of methods have been developed for predicting subcellular
localization of proteins in a cell that includes ESLpred (Bhasin and Raghava, 2004a), WoLF (Horton et al,
2007), PSLpred (Bhasin et al, 2005), HSLpred (Garg et al, 2005), RSLpred (Kaundal and Raghava, 2009),
and MultiLoc2 (Blum et al, 2009). Similarly, methods has been developed for predicting proteins having a
desired function or characteristic, which includes GPCRpred (Bhasin and Raghava, 2004b), NRpred
(Bhasin and Raghava, 2004c), CytoPred (Lata and Raghava, 2008), and CyclinPred (Kalita et al, 2008).

Most of these methods utilize composition-based features to represent a variable length protein by a fixed
length vector. In case of amino acid composition, a protein is represented by a vector of dimension 20.
Numerous composition-based features such as pseudoamino acid, amphiphilic pseudoamino acid, auto-
correlation, conjoint triad, and quasisequence order (QSO) have been reported over the years. Likewise,
several methods have been developed to predict the therapeutic properties of a protein such as prediction of
anticancer, antimicrobial, antibacterial, antifungal, antitubercular, and antihypertensive peptides (Agrawal
et al, 2018; Gupta et al, 2013; Kumar et al, 2015; Lata et al, 2010; Manavalan et al, 2019; Manavalan
et al, 2017; Meher et al, 2017; Sharma et al, 2013; Tyagi et al, 2013; Usmani et al, 2018a). Proteins with a
therapeutic property play a vital role in designing protein-based drugs and vaccines (Dhall et al, 2020;
Dhanda et al, 2017; Nagpal et al, 2017; Usmani et al, 2018b).

The last few decades witnessed a significant increase in the FDA approval of protein-based drugs,
biomarkers, and vaccines (Usmani et al, 2017). In addition to the composition of a whole protein, the
composition of N- or C-terminal residues of peptides has also been used for prediction (Lata et al, 2007).
One of the major challenges in designing protein-based therapeutics is their stability in body fluids as the
enzymatic system of the body degrades the protein. To minimize degradation of a protein, researchers are
making chemical modifications in a protein. This is the reason most of the FDA-approved, protein-based
drugs are chemically modified. Thus, computing descriptors of these chemically modified peptides is a
challenge as amino acid sequence information is not adequate to represent these peptides.

Numerous methods have been developed in the past such as AntiMPmod (Agrawal and Raghava, 2018),
CellPPDmod (Kumar et al, 2018), and HemoPI-MOD (Kumar et al, 2020) for predicting the therapeutic
properties of chemically modified peptides. In these methods, structural descriptors are used for building
prediction models; the structure of chemically modified peptides can be determined using protein modeling
software such as PEPstrMOD (Singh et al, 2015).

Protein-level annotation provides overall property of a protein, but provides no information about its
residues. Thus, there is need to annotate a protein at residue to understand the function of residues in a
protein (Nagel et al, 2009). Chou-Fasman method (Chen et al, 2006) was one of the initial methods
developed for predicting the secondary structure state of each residue in a protein. Similarly, methods have
been developed for predicting the irregular secondary structure such as alpha turns (Wang et al, 2006), beta
turns (Fuchs and Alix, 2005; Kaur and Raghava, 2003b; Kountouris and Hirst, 2010; Singh et al, 2015),
gamma turns (Guruprasad and Rajkumar, 2000; Jahandideh et al, 2007), beta hairpins (de la Cruz et al, 2002),
and beta barrel (Freeman and Wimley, 2012).

These methods allow residue-level annotation of a protein, where the function (secondary structure state)
of each residue is computed. Binary profile is one of the widely used features for annotating a protein at
residue level where a residue is represented by a vector of 20 dimensions. A pattern of length 17 residues
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will be represented by a vector of dimension 340 (17 x20). The performance of these methods improved
significantly when evolutionary information was used instead of a single sequence (Rost and Sander, 1993).
To utilize evolutionary information, protein profiles were generated to capture evolutionary information
from similar sequences. One of the commonly used protein profiles is position-specific scoring matrix
(PSSM) profile, which is generated using Position-Specific Iterative Basic Local Alignment Search Tool
(PSI-BLAST) (McGinnis and Madden, 2004). PSSM profiles have been heavily used as feature for pre-
dicting function of a protein at residue level.

In addition, methods have developed for predicting turns in proteins using a predicted secondary
structure (Kaur and Raghava, 2003a; Kaur and Raghava, 2003b). In summary, there are four types of features:
(1) compositional features, (2) binary profiles, (3) evolutionary profile, and (4) structural features.

Numerous web-based servers, stand-alone software, and libraries have been developed in the past that
include PROFEAT (Li et al, 2006), PyBioMed (Dong et al, 2018), iFeature (Chen et al, 2018), protr (Xiao
et al, 2015), Rcpi (Cao et al, 2015), propy (Cao et al, 2013b), PyDPI (Cao et al, 2013a), PDBparam
(Nagarajan et al, 2016), POSSUM (Wang et al, 2017), and iFeatureOmega (Chen et al, 2022), for com-
puting features of a protein. Despite a number of methods being developed in the past, still there are
numerous important features that have not been integrated. Once we got the feature of a protein, the next
challenge was to investigate the function of a protein.

One of the well-known methods for annotating a protein is similarity based search that assigns function
based on sequence similarity; BLAST is one of the examples of such methods (Altschul et al, 1990). This
technique fails in the absence of similarity between query sequence and sequences in the annotated
databases. To overcome these limitations, a number of knowledge-based methods have been developed
to predict the function of a protein. Most of the models developed in the past are based on machine learning
techniques. Recently, a number of online platforms have been developed to allow users to build their own
models using machine learning techniques; for example, iFeature, iLearn, BioSeq-Analysis, BioSeq-
Analysis2.0, and iLearnPlus (Chen et al, 2020; Liu, 2019).

These online platforms allow many functions such as feature extraction, clustering, normalization,
selection, dimensionality reduction, predictor construction, and best descriptor/model selection. These tools
are designed for novice users who wish to develop prediction models from their data using optimal settings.
The overall aim of these software/platform/libraries is to expedite annotation of proteins by involving a
nontechnical researcher in building regression or classification models.

To supplement previous efforts, we have made a systematic attempt to develop a platform Pfeature that
integrates most features discovered in the past along with the incorporation of some new features. In addition, it
provides facility to implement machine learning techniques for building a prediction model on user’s data. This
platform provides six major modules (composition, binary, PSSM, structural, patterns, and models), following is a
brief description of these modules. A composition-based module allows one to compute most of the features
integrated in existing methods as well as novel features such as Shannon entropy, atom and bond composition,
residue repeats, and distance distribution of residues. Binary profiles are generated based on amino acid, dipeptide,
atom and bond, and amino acid index profile. PSSM module allows to compute various types of profiles based on
evolutionary information. Structural module was developed to compute features of chemically modified proteins
or peptides as modification cannot be presented by sequence. It allows to compute different types of features from a
protein structure such as chemical fingerprints, secondary structure contents, and surface accessibility. Pattern-
based features allow users to generate the patterns of desired window/pattern length from the existing features.

In addition, a module model has been developed for building prediction methods (classification or
regression) using various machine learning techniques. This model building module includes many fa-
cilities such as merging features, clustering data, normalization of features, dimension reduction, feature
selection, parameter optimization, cross-validation, and model construction. Pfeature will be available to
the public in the form of a web server, stand-alone package, and python library.

2. MATERIALS AND METHODS

In this study, we mainly implemented existing algorithms for computing different types of features.
In addition to the existing algorithms, we have also developed algorithms for specific type of features.
Although these features have not been tested in any models, they do provide important information about a
protein. In the following section, a summary of these algorithms has been briefly described.
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2.1. Compositional features integrated in existing platforms

In the last 20 years, several composition-based features have been discovered for annotating a function or
structure of proteins. Due to the discovery of composition-based features, researchers successfully used
machine learning techniques in the field of bioinformatics for making protein classification or regression
models. Composition-based features allow one to present proteins with varying lengths, by a fixed length
vector. One of the simplest and commonly used composition-based features is amino acid or residue
composition, where percent composition of 20 types of natural residues is computed in a protein. Thus, the
amino acid composition of a protein of any length can be denoted by a vector of dimension 20. This concept
has been successfully extended to dipeptide and tripeptide compositions, where 400 possible dipeptides
and 8000 possible tripeptides are computed for a protein.

We know that all proteins are made up of 20 types of natural amino acid residues and they ex-
hibit different types of physicochemical properties such as positive charge residues (e.g., lysine, arginine,
histidine), polar residues (e.g., glutamine, asparagine, histidine), and hydrophobic residues (e.g., alanine,
isoleucine, leucine). Thus, researchers also discovered and used features based on physicochemical
properties, where composition of each property (or group of residues) is computed instead of each type of
residue. Autocorrelation descriptors are defined based on the distribution of amino acid properties along the
sequence. The amino acid properties used here are various types of amino acid indices (http://www
.genome.ad.jp/dbget/aaindex.html). Three types of autocorrelation descriptors have been implemented in
Pfeature, which are Normalized Moreau-Broto, Moran, and Geary autocorrelation (Ong et al, 2007).

In addition, there are a number of other commonly used features in literature that include the following:
conjoint triad calculation, pseudoamino acid, composition-enhanced transition distribution, and many more.
Almost all composition-based descriptors integrated in previous platforms have been integrated in our
Pfeature to provide all features from a single platform.

2.2. Compositional features specific to Pfeature

There are a number of composition-based features that have been used in a number of studies suc-
cessfully, but not integrated in any existing platforms. In addition, a number of new composition-based
features have been described, which are not used in any study. Following is a brief description of these
features.

2.2.1. Higher order dipeptide composition. In most of the existing platform, only traditional dipeptide
(i+1) compositions have been integrated. In 2005, Garg et al introduced a new class of descriptors called higher
order dipeptide compositions. It has been shown that hybrid models, Support Vector Machine (SVM) models,
based on higher order dipeptides (i+2) perform better than models based on traditional dipeptide compositions.
In the same study, it has been shown that the hybrid model that combines composition of different orders of
dipeptide achieves maximum performance. Thus, we incorporate provision for computing any order of dipeptide
in our platform. A detailed description of computing higher order dipeptides is available in figure 1 of Garg et al
(2005). In brief, a traditional dipeptide (i+1) or a first-order dipeptide considers consecutive residues, for
instance, traditional dipeptides for sequence “AGRVMS” will be AG, GR, RV, VM, and MS.

In case of second-order dipeptide (i +2), alternate residues will be considered, for example, for sequence
“ARGVMS,” the dipeptides of second order will be AG, RV, GM, and VS. Similarly, dipeptides can be
calculated for higher order such as third-, fourth-, and fifth-order dipeptides.

2.2.2. Amino acid repeats and distribution. 1In the past, a number of articles have shown the
importance of repeats in proteins and their effect on protein structure and function (Faux, 2012; Kalita et al,
2006; Luo and Nijveen, 2014). Broadly, these repeats can be classified into the following two categories:
(1) homorepeats responsible for several neurodegenerative and congenital malformation diseases, and (2)
heterorepeats are diverse such as glycine—proline amino acid run in eukaryotic genomes, polar zippers,
and asparagine-rich stretches (Perutz et al, 1994). There are a wide range of applications and functions of
amino acid repeats in proteins. For example, for most of the cell penetrating peptides, there is a repeat of
positively charged amino acids, particularly repeats of arginine (Agrawal et al, 2016; Perutz et al, 1994).
Despite the importance of repeats, there is no method that captures the information of repeats in a protein
sequence.
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A simple composition of amino acids measures the fraction of residue, but not distribution of the repeats.
Unfortunately, existing features do not measure the repeat of particular types of residues or their distri-
bution. In this study, we have introduced new features that compute repeats of amino acids along with their
distribution, as explained by Equations (1) and (2), respectively.
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where RRI; and DDOR; are residue repeat information, and distance distribution of residue of type i,
respectively. N and R; are the maximum number of occurrences and number of runs/repeats of property
type j, respectively. Ryr, R, Rcy, L, and F; are residue distance from N-terminal, interdistance between
residue type i, residue distance from C-terminal, total length of protein sequence, and frequency of residue
type i, respectively.

2.2.3. Physicochemical property repeats. It has been observed in previous studies that certain
types of residues having similar physicochemical properties (e.g., charged, polar, hydrophobic) are repeated
in proteins; for example, membrane proteins have repeats of positively charged residues (Boyd and
Beckwith, 1989). Thus, it is important to identify repeats of group of residues having a particular type of
property. In this study, we have introduced new features that compute repeats of a particular property, as
explained by Equation (3).
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where PRI;, N, and P; are property repeat information, maximum number of occurrences, and number of
runs/repeats in occurrence j, respectively, for property type i.
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2.2.4. Shannon entropy. In the field of information theory, entropy plays an important role to
measure the information content. In the past, a number of articles have shown the importance of entropy
in the field of protein informatics, following are a few examples. It has been shown that intrinsic disorder
(fail to self-fold into fixed 3D structure) in proteins can be measured successfully by computing Shannon
entropy of protein sequence (Romero et al, 2001). Shannon entropy indices were successfully used for
predicting protein biomarkers in human colon cancer (Aguiar-Pulido et al, 2012). Recently, entropy is used
for computing the structural feature of protein from its sequence (Bywater, 2015). It is clear from the above
studies that entropy is an important descriptor that can be used to predict specific type of proteins.

To the best of our knowledge, there is no study that computes entropy-based features. To measure the
level of complexity at the protein and residue levels, we compute Shannon entropy of a protein and entropy
of each type of residues using Equations (4) and (5):

20
HS=-"pilog,pi, 4)
i=1
HR; = — pilogypi, ®)

where HS is Shannon entropy of a protein sequence and HR; is entropy of a residue of type i. p; is the
probability of a given amino acid in the sequence. This equation was extended to compute entropy of a
particular type of property such as charge, polarity, and hydrophobicity in a protein sequence.

2.2.5. Atom and bond composition. In case of amino acid composition, we compute the compo-
sition of each type of 20 residues in a protein. Each amino acid contains atoms and bond, these atoms and
bond can be used as feature. Previously, this feature has been used for predicting subcellular location of
proteins (Guralnik et al, 1991). Recently, this feature has been used to predict the cell penetrating potential
of chemically modified peptides. It is difficult to present a chemically modified protein or peptide by a
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simple amino acid or dipeptide composition as modified proteins also have chemical entities (Agrawal and
Raghava, 2018; Mathur et al, 2018). Most of the FDA-approved, therapeutic peptides are chemically
modified (Usmani et al, 2017).

Thus, this feature is important to predict the therapeutic potential of a peptide or protein. As far as we
know, none of the existing platform allows to compute this feature. Thus, we incorporate this feature in
Pfeature, where the user can calculate (1) atom, (2) bond, and (3) atom and bond composition.

2.2.6. PSSM composition. In the past, evolutionary information in the form of PSSM composition has
been used for classification of proteins particularly for subcellular localization of proteins (Kumar et al, 2011;
Kumar et al, 2007; Rashid et al, 2007). POSSUM is the only platform that allows to compute different types
of descriptors based on PSSM profile. In PSSM profile, the evolutionary information is presented by a matrix
of dimension Lx21 (L rows and 21 columns) for a protein having length L. We have generated a vector of
dimension 400 called PSSM-400, which maintains this composition (Kumar et al, 2007).

2.3. Binary profiles in existing studies

Composition-based features are suitable to develop models for classifying or predicting a protein with a
desired function. However, these features are not sufficient to predict function at the residue level, such
as predicting a secondary structure state of residues, adenosine triphosphate (ATP) interacting residues, and
RNA binding residues. Qian and Sejnowski (1988) proposed a concept of binary profile for predicting a
secondary structure of protein from its amino acid sequence. It has been shown in previous studies that the
secondary structure of a residue not only depends on the residue but also depends on the neighbor residues.
It means neighbor residues should be considered as input for predicting the secondary structure state of a
particular residue.

Thus, Qian and Sejnowski (1988) use a window of length 13 for predicting a secondary structure of a
query residue that includes six residues to the left, six residues to the right, and a query residue in the
center. A major challenge was to convert a pattern/window of length 13 into numerical values as the input
layer of a neural network. They represent each amino acid residue by a vector of length 21, where 20 U for
20 natural amino acids and 1U for adding dummy amino acid at both termini to create one pattern
corresponding to each number. Each amino acid is presented by a vector of dimension 21; if amino acid is
not present, then value of element is 0, otherwise one. Thus, a pattern of length 13 will be represented by a
vector of dimension 13 x21.

After this study, binary profiles have been widely used for residue-level annotation that includes pre-
diction of protein’s secondary structure as well as nucleotide or ligand binding sites in a protein (Ansari and
Raghava, 2010b; Kaur and Raghava, 2004a; Kaur and Raghava, 2004b; Kaur and Raghava, 2003a; Kaur
and Raghava, 2003b; Kumar et al, 2007; Panwar et al, 2013; Patiyal et al, 2020). We have integrated binary
profile in Pfeature, the methodology has been adopted from previous studies (Chauhan et al, 2013; Chauhan
et al, 2012; Singh et al, 2015).

2.4. Novel binary profiles

In addition to a standard binary profile that is heavily used for annotating protein, we introduce some new
features. These features are based on our experience and logics; we hope that these new features will be
useful to the researchers working in the area of functional annotation. Following is a brief description of
profiles integrated in our platform.

2.4.1. Dipeptide profile. Tt has been shown in a number of studies that a dipeptide composi-
tion provides more information than a simple amino acid composition. Thus, a model based on dipeptide
composition performs better than a model based on amino acid composition. In case of dipeptide, com-
position of residues is further divided into 20 compositions based on the type of next neighbor residue. It
means that a dipeptide composition provides more information due to information of the adjacent residue.
In the past, amino acid has been used to annotate residues based on a binary or amino acid profile. This
inspires us to introduce a new feature, dipeptide profile, to annotate a protein at residue level.

We have created a vector of dimension 400 for 20 amino acids and each dipeptide is represented by a
vector of dimension 400, where the presence of dipeptide is represented by one and the absence by zero.
This feature has not been tested so far in any prediction method, but we believe it can be of great use in
future studies.
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2.4.2. AAindex profile. AAindex is a database of amino acid indices where each AAindex is a set of
20 numerical values representing various physicochemical and biochemical properties of amino acids
(Kawashima and Kanehisa, 2000; Kawashima et al, 2008; Kawashima et al, 1999). The current version of
database maintains 566 amino acid indices. These indices are heavily used in literature as a feature for
building classification methods. Most of the existing platforms allow to compute composition of indices. To
the best of our knowledge none of the methods or platforms uses AAindex-based profile. Each of the
indices provides highly valuable information, and thus, we proposed the AAindex-based binary profile in
this study.

In this study, we have used AAindex values for computing binary profiles. In this method, we have
represented each amino acid residue with a vector of dimension 553, and hence, if a protein sequence has L
residues, the resulting vector will be of 553 x L size. This function gives the binary profile of protein based
on AA indices. If normalized score of AAlIndex value of a particular residue is negative, the function
assigns ‘0’ to that residue, otherwise assigns ““1.”” For example, the binary profile for amino acid ““A”’ for
the following AAindex values (ARGP820101, ANDN920101, ARGP820102, ARGP820103, BEGF750101,
BEGF750102, BEGF750103, BHAR880101, BIGC670101, and BIOV880101) will be {0, 0, 1,1, 1, 1,0, 0, 0, 0}.

2.4.3. Property profile. Physicochemical properties of amino acids have been used heavily in the
field of protein annotation. Each type of 20 residues exhibits a different property that includes positive
charge, polar, hydrophobicity, hydrophilicity, aromaticity, aliphatic, and so on. In most of the studies, these
properties are used to compute the composition of residues based on their physicochemical properties. In
2010, physicochemical properties have been used for prediction of conformational epitope (Ansari and
Raghava, 2010a). In this study, we have represented a protein by the physicochemical properties of its
residues. Here, we have represented each residue with the vector size of 25, where each element represents
a particular physicochemical property. We present an amino acid by ““1°” if it is positively charged,
otherwise ““0.”” This way, we may create property profiles for 25 types of physicochemical properties such
as hydrophobicity, hydrophilicity, and polarity.

2.5. Evolutionary information in the form of PSSM profile

The evolutionary information of protein brings evolution in the field of protein secondary structure
prediction (Rost and Sander, 1993). The performance of models based on evolutionary information
is significantly better than the methods based on sequence. To generate evolutionary information for
a protein, the following process is performed: (1) search query protein sequence in databases to get
similar protein sequences, (2) these similar sequences are aligned using multiple sequence alignment
software, (3) representative profile is generated from aligned sequences, (4) these representative
profiles are searched in databases to extract remote homologous sequences, and (5) again sequences are
aligned using step 2, and profile is generated using step 3. This process is repeated to get an optimized
profile.

PSI-BLAST is a commonly used software that integrates all the required steps to generate a protein
profile for a given protein. It generates profile in the form of PSSM profile. In the past, most of the studies
used PSSM profile to annotate function of protein at residue level (Kumar et al, 2008). To provide service
to users based on PSSM profile, we integrate facility to compute PSSM profile. In this study, evolutionary
information is extracted in the form of PSSM profiles, generated by PSI-BLAST. Pfeature allows one to
generate PSSM-based features called PSSM profile. These PSSM profiles are used to annotate the protein at
residue level.

Numerous studies demonstrate that PSSM composition-based models perform better than amino acid
composition in the classification of proteins (Kaur et al, 2020; Kumar et al, 2007; Verma et al, 2010). Thus,
we integrate facility to generate PSSM composition for a given protein. In the past, a number of techniques
have been used to normalize PSSM; in this study, we used the following techniques for the sake of
normalization.

e pssm_nl: Due to the large number of variations in the value of PSSM, it is necessary to nor-
malize it. In this method, each element of matrix is normalized by formula (Hﬁ, where x is the
element. ‘

e pssm_n2: This is the second technique to normalize the elements of PSSM using the formula %,
where x is the element, and min and max represent the minimum and maximum value, respectively.
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e pssm_n3: This is the third technique to normalize the matrix using the formula % x 100, where
x is the element, and min and max represent the minimum and maximum value, respectively.
e pssm_n4: This is the fourth technique to normalize the PSSM profile using the formula

1
. (1+¢-%/100)
where x is the element.

The PSSM contained the probability of occurrence of each type of amino acid residue at each position
along with insertion/deletion. It measures conservation of a residue in a given location in protein. This
means that evolutionary information for each amino acid is encapsulated in a vector of 21 dimensions,
where the size of PSSM of a protein with N residues is NX21. For example, PSSM profile of a pattern/
peptide of 9 amino acids will be a dimension of 9X21.

2.6. Structural features for chemically modified proteins

As described above, composition-based feature allows one to annotate the overall function of protein,
and binary profile allows to annotate protein at the residue level. Evolutionary information permits to
improve the performance of a prediction model. All these features are designed for interpreting proteins/
peptides that contain only natural amino acids. These features are also called sequence-based features, as
they are generated from primary sequence of a protein. None of these features is applicable for developing
models for chemically modified proteins that contain non-natural amino acids or chemically modified
residues. It has been observed that most of the FDA-approved, protein-based drugs are chemically mod-
ified, as natural proteins have a number of limitations such as fast degradation and toxicity (Usmani et al,
2017). It means these features are not suitable for designing therapeutic proteins or predicting the thera-
peutic potential of a protein. In addition, these sequence-based features are not adequate for structural
annotation of proteins.

In summary, sequence-based features are not suitable for predicting the structure or therapeutic potential
of a protein. To facilitate the community for designing therapeutic proteins or structural annotation of a
protein, we incorporate structural features in Pfeature. As chemical modifications in proteins or structure
of protein cannot be represented by sequence, input of module is the protein structure. Following is a brief
description of structural descriptors incorporated in this study.

2.6.1. Fingerprints. One of the most successful chemical descriptors in cheminformatics are fin-
gerprints, which are heavily used for functional annotation of chemicals (Dhanda et al, 2013; Singh et al,
2015; Singla et al, 2013). In the recent articles, application of fingerprints has been extended to predict the
therapeutic potential of chemically modified peptides (Agrawal and Raghava, 2018; Kumar et al, 2020;
Kumar et al, 2018). To generate fingerprints of peptides/proteins, this module needs the tertiary structure of
protein. One can predict the tertiary structure of a chemically modified peptide using state-of-the art
software PEPstrMOD (Singh et al, 2015). This module of Pfeature was developed to calculate different
types of fingerprints from tertiary structure of protein. The fingerprints were calculated using PaDEL software
(Yap, 2011), which is a java-based software.

In this module, PaDEL software provides 10 different fingerprint types, which in total provide 14,532
fingerprint values. These fingerprints are calculated using mainly The Chemistry Development Kit (CDK).
Along with CDK, other fingerprints are also computed such as PubChem fingerprints, molecular access
system (MACCYS) fingerprints, and Klekota-Roth fingerprints.

2.6.2. Simplified Molecular Input Line Entry System. SMILES stand for Simplified Molecular
Input Line Entry System. It is a type of line notation for representing various molecules and reactions. It
contains the same information as the extended data tables. One of the advantages of using SMILES is, it
easy to understand since it is a linguistic construct rather than a computer data structure. Also, the SMILES
format takes 50%—70% less space in comparison with other ways of representing the information as well as
it required lesser time for processing the information. SMILES notation is represented by a series of
characters, and no spaces are present in between the characters. SMILES notation follows five simple rules
required for its encoding, which are corresponding to atoms, bonds, branches, ring closures, and discon-
nections. A detailed description of the SMILES notations can be obtained at http://www.daylight.com/
dayhtml/doc/theory/theory.smiles.html
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3. RESULTS

The major aim of Pfeature is to facilitate the users in computing most of existing features discovered in
the literature, along with some new features. It can be used as web server, where users can submit their
sequence/structure on our website for computing features. In addition, python scripts, stand-alone, and
libraries have been developed, so that the user can compute features on a local machine. Following is a
brief description of different types of implementation and facilities provided by Pfeature.

3.1. Web implementation

A web server has been developed on Linux/Ubuntu operating system using Apache software. Web pages
of this server have been developed using HTML, PHP5, and CSS3. Responsive web design has been used
to provide compatibility with wide ranges of devices (e.g., iPad, smartphone, laptop, desktop). Submission
page allows users to submit protein sequences in FASTA format or in single line. The users are also
allowed to provide PDB IDs or UniProt IDs as input. In addition to displaying results as HTML page, the
server allows to download results in csv format. Major modules of Pfeature are shown in Figure 1; fol-
lowing is a brief description of menus/submenus.

3.1.1. Composition menu. This module is designed for computing a wide range of composition-
based features. These features have been classified in the following five submenus. This module allows
user to compute simple composition-based features such as amino acid composition, dipeptide composi-
tion, and tripeptide composition. This server also allows to compute atom and bond composition of a
protein (Guralnik et al, 1991). These features can be used for predicting function of a chemically modified
protein (Agrawal and Raghava, 2018; Mathur et al, 2018). In case of dipeptide composition, a server
allows to compute traditional as well as higher order dipeptide composition (Garg et al, 2005). In case of
standard physicochemical properties, a server computes composition of around 19 types of physico-
chemical properties. Submenu AAindex allows user to compute composition of any amino acid index out
of a total of 566 aa indices present in database AAindex version 9.0.

Repeats and distribution are an interesting module that allows to calculate novel features such as repeats
and distribution of residues in a protein. In the past, it has been shown that entropy can be used to predict
intrinsic disorder in a protein (Romero et al, 2001). Thus, server also allows to compute Shannon entropy of
a protein as well as each type of residue in a protein.

Submenu miscellaneous allows user to compute a wide range of composition-based features described
in previous studies and platforms (Dong et al, 2018; Li et al, 2006). This submenu has seven options
to compute complex composition-based features; following is a brief description of each feature. Auto-
correlation computes distribution of amino acid properties in the protein/peptide sequences. In case of

Pfeature

Generation of Protein/Peptide Features

Whole Sequence and Subsequences (i.e., N-term, C-term, splits, rest)

Simple Composition  Physico-chemical prop. Repeats & Distribution Shannon entropy Miscellaneous
Amino acid Standard prop. Residue Repeats Protein Autocorrelation
Dipeptide AA Index Property Repeats Residue CTD; CeTD;
Atom & Bond Structural prop. Distance distribution Properties PseAAC; QSO

FIG. 1. Major menus and submenus in Pfeature for computing protein features.
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conjoint triad descriptors, amino acids are divided into seven groups, then properties of triad are computed,
and output vectors have a dimension of 343 (7 x7x 7). Composition enhanced transition, and distribution
computes enhanced transition of residues after grouping the amino acid residues into three groups based on
seven attributes. Pseudo- and amphiphilic pseudoamino acid compositions are one of the most widely used
protein features implemented by a scientific community (Chou, 2005; Chou, 2001).

QSO descriptors are computed from the distance matrix between the 20 amino acids. Sequence-order
coupling number allows user to compute a set of sequence-order-coupling numbers (Chou, 2000).

3.1.2. Binary profiles. The composition-based features described in the above menu are not suitable
to predict function of residues in a protein, such as predicting protein secondary structure (Singh et al,
2015; Wang et al, 2006). To facilitate users for developing methods for predicting function of residues in
a protein, we developed a module for generating binary profiles. Binary profile menu has a number of
submenus that allow to compute different types of binary profiles. Amino acid submenu permits users to
generate the binary profiles corresponding to each residue of the peptide or protein sequences. Dipeptide
submenu calculates the dipeptide binary profile with sn option to select the order of dipeptide.

Submenu atom and bond is subdivided into three sections as atom, bond, and atom and bond, generating
the binary profiles for atoms, bonds, and both, respectively. In case of atoms, a vector will be represented
by five values, based on five types of atom (C, H, N, O, and S). In case of bonds, vector dimension is of
length four, based on four types of bond (cyclic, benzene ring, single bond, and double bond). Residue
property submenu generates binary profiles for each residue in the amino acid sequence, which apprehends
the particular physicochemical properties for each input sequence. It generated the output vector of length
25x L, where L is the protein/peptide length. AAIndex submenu allows the user to compute the binary
profiles corresponding to 553 aaindices.

3.1.3. Evolutionary information. The evolutionary information of protein brings evolution in the
field of protein secondary structure prediction (Rost and Sander, 1993). The performance of models based
on evolutionary information is significantly better than methods based on a single sequence (Kaur et al,
2020; Kumar et al, 2007; Verma et al, 2010). In most of these studies, the PSSM profile is computed to
capture the evolutionary information of a protein. To compute different types of PSSM-based composi-
tions, menu evolutionary information has been integrated. This menu captures the evolutionary informa-
tion, which plays a significant role in defining the functionality of the peptide or protein. It has a number of
submenus for generating PSSM profile for a protein sequence, where PSSM profile is generated using PSI-
BLAST. This submenu captures the spatial information for evolutionary conservation of amino acids.
Submenu normalization of PSSM allows user to generate a normalized PSSM.

In this server, commonly used four types of normalization methods have been implemented. Compo-
sition of PSSM allows user to calculate the composition of PSSM. This method gives output in the form of
400 values. Submenu profile of PSSM is developed for computing a normalized PSSM. This method gives
output in the form of matrix of Nx21 for the peptide or protein sequence of length N.

3.1.4. Structural descriptors. The composition-based feature allows one to annotate the overall
function of a protein, and binary profile allows one to annotate a protein at residue level, whereas evo-
lutionary information allows to improve the performance prediction models. All these features are designed
for interpreting proteins that contain only natural amino acids. None of these features is applicable for
developing methods for chemically modified proteins that contain non-natural amino acids or chemically
modified residues. It has been observed that most of the FDA-approved, protein-based drugs are chemically
modified, as natural proteins have a number of limitations such as fast degradation (Usmani et al, 2017).
This menu is designed for computing structural descriptors from tertiary structure of a protein, which can
be used for predicting functions of chemically modified proteins.

Submenu fingerprint is designed to calculate the fingerprint from tertiary structure of a protein; it needs
PDB file or PDB ID as input. These fingerprints are calculated using PaDEL software (Yap, 2011).
SMILES submenu provides the SMILES notation from structure. SMILES is generated using Open Babel
software and provides a line notation for representing peptide or protein structure. Surface accessibility
submenu is built to calculate the relative surface accessibility of the structure, using NACCESS software.
The output exhibits the surface accessibility for each residue in a protein sequence. Secondary structure
submenu allows to assign the secondary structure of a protein from its tertiary structure and calculates the
alpha helix, sheet, and coil composition, implemented using DSSP software (Touw et al, 2015).
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3.1.5. Menu for model building. All the menus described above allow researchers to compute
features of a protein. These features can be used for building the models for annotation of a protein or
its residue (Bhasin and Raghava, 2004a; Buchan and Jones, 2019; Garg et al, 2005). These models are
developed by an individual researcher having expertise in building models and in feature engineering.
Recently, a number of user-friendly platforms have been developed that allow users to build a model just by
uploading their data (Chen et al, 2020; Liu, 2019; Liu et al, 2019). To complement, we add a module called
building models in Pfeature, which incorporate a number of facilities required for building models in-
cluding feature engineering.

The model building menu of Pfeature has a number of submenus that include the following: (1) merging
features, (2) selection of relevant features, (3) classification, and (4) prediction. Our feature merging option
allows one combined feature from two files. Another option in this module is to identify a relevant feature
as all features are not equally important. These options allow one to perform feature engineering-related
tasks. A major feature of this module is to build classification or prediction models. Users may either paste
or upload the training and independent data sets separately, formatted as csv files on the web interface of
the server. Input files must have the last column as labels, used while building classification models. Various
selectable submodules are provided, if user wants to implement normalization, feature selection, dimen-
sionality reduction, and clustering on the data set.

Different machine learning algorithms are implemented with additional functionalities such as parameter
optimization and K-fold cross-validation. The output is downloadable in zip file containing all the results
on training and independent data sets.

3.1.6. Substring of a sequence. In most of the protein classification methods, features are computed
from a whole protein. In literature, it has been shown that the split amino acid composition (SAAP)-based
method performs better than the whole-sequence composition-based method (Restrepo-Montoya et al,
2009). In SAAP, proteins are split in a number of parts and then the composition of each part is computed.
It has been observed in the past that N-terminal of a protein is also responsible for its function, for
example, classical secretory proteins containing signal peptide. A short peptide presents at the N-terminus
of the majority of proteins that are destined toward the secretory pathway. The most common endoplasmic
reticulum retention signal is the amino acid sequence KDEL or HDEL at the C-terminus. This keeps the
protein in the endoplasmic reticulum and prevents it from entering the secretory pathway.

Pfeature allows user to compute a wide range of features in selected regions of a protein such as terminal
(C- or N- terminal), rest, and split of a protein. One of the advantages of selecting a region is that user can
generate both composition and binary profile for this fixed length selected region (Lata et al, 2007).

3.2. Stand-alone version and library

In addition to web-based implementation, we have also developed stand-alone of Pfeature, suitable to run
on local machines. It contains more than 120 functions written in python and allows to compute all features
of a protein. It is written in Python3; hence, it can be run on any operating system containing Python3. To
develop a method for annotating proteins in python, user may wish to call python functions for speed
optimization. We have also developed python library of Pfeature, which can be downloaded from https://
github.com/raghavagps/Pfeature. The prerequisite to run the python library is pandas, NumPy, and python
version 3.6 or above. The command line usage of the stand-alone version is shown in Supplementary
Figures S1-S3.

3.3. Comparison with existing platforms

In the past, more than 20 web servers/platforms/stand-alone software packages have already been de-
veloped, why another platform for computing protein features? Thus, it is important to justify the newly
developed method Pfeature, which is developed to complement the existing methods. One to one com-
parison of existing methods with Pfeature is not feasible as a number of existing methods also allow to
compute DNA, RNA, chemical, and protein features, whereas Pfeature is only for the peptides or proteins.
Composition-based features integrated in Pfeature are shown in Table 1, it also shows existing methods that
integrate these features. We have divided exiting methods into two categories: feature calculation and
analysis/prediction methods. Although one can use analysis and prediction methods (e.g., iFeature, iLearn,
iLearnPlus, BioSeq-Analysis, BioSeq-Analysis2.0) for calculating features, they are not user friendly.


https://github.com/raghavagps/Pfeature
https://github.com/raghavagps/Pfeature

PROTEIN/PEPTIDE FEATURE GENERATION TOOL 215

TABLE 1. COMPARISON OF COMPOSITION-BASED FEATURES INTEGRATED IN DIFFERENT PLATFORMS/SOFTWARE

Features integrated in Pfeature

Feature calculation Analysis and
Type of descriptors No. software prediction platform
Amino acid 20 All* All
Dipeptide 400 All All
Tripeptide 8000 All All
Atom and bond 9 None None
Physicochemical (standard + advanced) 30 Most Most
AAlIndex 566 Most Most
Autocorrelation (3 X AAlIndex) 1698 Most Most
Shannon entropy (overall + each residue) 21 None None
Shannon entropy of property 24 None None
Distance distribution 20 None None
Repeats of residues 20 None None
Repeats of physicochemical properties 19 None None
Pseudoamino acid 20+ A Most BSA2, iLP
Amphiphilic pseudoamino acid 20 + Ax3 Most BSA2, iLP
Conjoint triad calculation 343 Most BSA2, iLP
CETD 189 Most Most
SOCN AX2 Most BSA2, ILP
QSO 40 + (Ax2) Most BSA2, iLP
PSSM composition 400 POSSUM BSA2
No. of descriptors for whole protein (only single value of A1=5) 11,879
Total descriptors (whole protein + N-term + C-term + RN-Term + Split etc.) 95,137

These descriptors are computed at protein level, and can be used to compute the overall function/structure of a protein.

#All: All software; Most: Most of the software; None: Only Pfeature; BSA2: BioSeq-Analysis 2.0; iLP: iLearnPlus.

CETD, composition-enhanced transition distribution; PSSM, position-specific scoring matrix; QSO, quasisequence order; SOCN,
sequence order coupling number.

As shown in Table 1, a large number of features only integrated in Pfeature such as Shannon entropy,
distance distribution, and repeats. Although POSSUM allows to compute a wide range of PSSM profiles,
it does not allow to compute other features. In addition, Pfeature allows to compute the composition of
different regions/segments of a protein (such as N-terminal residues, C-terminal residues, split) which have
been used successfully in a number of studies. To the best of our knowledge, this feature is not incorporated
in any platform.

One of the unique characters of Pfeature is that it allows to compute features at the residue and atom
level, which is required to annotate residues of a protein (see Table 2). This table also shows existing
methods that support these features. As shown in Table 2, most of the feature calculation software does
not support these features except POSSUM, which only supports PSSM profile. Analysis and prediction
method BioSeq-Analysis2.0 supports few features and iLearnPlus supports only one feature. This clearly
demonstrates that Pfeature allows to compute many important features that are not integrated in any
existing software.

As shown in Table 3, Pfeature is available as a web server, stand-alone package, and python library. It
also allows to compute features directly rather than digging features from analysis and prediction. It is
important to mention here that Pfeature is a user-friendly web server where a specific web page is designed
for computing each type of a feature separately. Most of the existing web servers have used the same
template (single page) for computing features or analysis and prediction, such as the web page of servers
such as BioSeq-Analysis, BioSeq-Analysis, iLearnPlus, iLearn, POSSUM, Pse-in-One, and Pse-in-One 2.0.
Pfeature provides diversity in web design, and it provides a wide range of flexibility to users for computing
any desired feature.

3.4. Case study: Applications of Pfeature

In the past, various studies have shown the importance of structure-based features for the prediction of
therapeutic potential of chemically modified proteins (Agrawal and Raghava, 2018; Kumar et al, 2020).
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TABLE 2. COMPARISON OF RESIDUE- AND ATOM-LEVEL FEATURES INTEGRATED IN DIFFERENT PLATFORMS/SOFTWARE

Features integrated in Pfeature

Feature calculation Analysis and

Type of descriptors No. software prediction platform
Binary profiles
Amino acid Lx20 None® BSA2, iLP
Dipeptides L %400 None® None
Physicochemical Properties Lx25 None® None
AAlIndex Lx566 None* BSA2
Atom + bond Lx20x9 None® None
PSSM profiles
PSSM raw profile Lx21 POSSUM BSA2
normalized pssm profile Lx21 POSSUM BSA2
Structural descriptors
Fingerprints 14,532 None® None
Similes format Lx15 None® None
Surface accessibility L None® BSA2
Average secondary Structure 3 None? BSA2
Total descriptors, if we take protein length (L=100) 139,435

These descriptors are suitable for predicting function of residues in a protein and function of chemically modified proteins.
“None: Only Pfeature; BSA2: BioSeqAnalysis 2.0; iLP: iLearnPlus.

Pfeature also provides the facility to the users to compute the structure-based features/descriptors (such as
SMILES and fingerprints) using the ‘“Structure’” module, which can be used for the prediction of function
of chemically modified proteins/peptides. Sofi and ArifWani (2021) developed a computational model for
the prediction of amyloid proteins using structure information where they utilized Pfeature ‘‘Structure”
module to compute the secondary structures and solvent accessibility-based features. Shahraki et al (2022)
also developed a computational approach for targeted discovery of biocatalysts from metagenomic data
where they have used atom and bond compositions, Shannon entropy, residue repeats, and distance dis-
tribution of residue-based novel features of Pfeature tool.

Hassan et al (2020) measure flow of SARS-COV-2 based on ACE2 receptor features computed us-
ing novel features of Pfeature. In addition, several recent studies such as IL6pred, IL13pred, AlgPred2.0,

TABLE 3. COMPARISON OF FEATURES OF DIFFERENT SOFTWARE/PLATFORMS FROM USER POINT OF VIEW

Software/platform Year Web server Stand-alone Library Features® Prediction
Pfeature 2022 Yes Yes Python Direct Yes
iFeatureOmega 2022 Yes Yes Python Indirect Yes
iLearnPlus 2021 Yes Yes No Indirect Yes
iLearn 2019 Yes Yes No Indirect Yes
PyFeat 2019 No Yes No Direct Yes
BioSeq-Analysis2.0 2019 Yes Yes No Indirect Yes
iFeature 2018 Yes Yes No Indirect Yes
PyBioMed 2018 No Yes Python Direct No
POSSUM 2017 Yes Yes No Direct No
BioSeq-Analysis 2017 Yes Yes No Indirect Yes
Pse-in-One 2.0 2017 Yes Yes No Direct No
PDBparam 2016 Yes No No Direct No
BioTriangle 2016 Yes No No Direct No
Pse-in-One 2015 Yes Yes No Direct No
Prott/ProtrWeb 2015 yes Yes R Direct No
PyDPI 2013 No Yes Python Direct No
Propy 2013 No Yes No Direct No
PROFEAT 2011 Not active No No Direct No

“Direct: Developed specifically for calculating features; Indirect: Developed for building prediction models where features can be
extracted from the results.
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B3Pred, HLAncPred, and ABCRpred (Dhall et al, 2022; Dhall et al, 2021; Jain et al, 2022; Kumar et al,
2021; Maryam et al, 2021; Sharma et al, 2020) used composition-based module and novel features of
Pfeature to calculate the sequence-based features to develop prediction models.

4. DISCUSSION

PROFEAT is one of the first web servers developed in 2006, for computing structural and physico-
chemical features of proteins from its amino acid sequence (Li et al, 2006). Its updated versions were
published in 2011 that incorporate network, segment descriptors, and topological descriptors. A large
number of features in PROFEAT such as network descriptors are not integrated in Pfeature. Similarly,
a python library PyBioMed has been developed for computing a wide range of features of DNA, protein,
and chemical molecules (Dong et al, 2018). PyDPI is feature-rich, python-based stand-alone package that
computes 52 types of protein features from 6 feature groups (Cao et al, 2013a).

Recently, one of the powerful packages, iFeature, has been developed that compute a comprehensive
spectrum of 18 major sequence encoding schemes that encompass 53 different types of feature descrip-
tors. It also integrates 12 different types of commonly used feature clustering, selection, and dimension-
ality reduction algorithms. These features are important for developing machine learning technique-based
models for predicting the function of biomolecules. Recently, updates of iFeature have been developed
called iLearn that integrates more features. In this series, iLearnPlus is the most powerful platform for
analysis and prediction. Similarly, BioSeq-analysis2.0 has been developed, which is an update of BioSeq-
analysis2.0. Both iLearnPlus and BioSeq-analysis2.0 integrate a wide range of features and allow to
predict/analyze protein data.

In summary, a number of software packages have been developed to compute descriptors of biologi-
cal and chemical molecules. Each package has a unique set of features that complement other existing
packages. The aim of developing Pfeature is to complement the existing platform so that user may get more
options in the field of bioinformatics. We are particularly interested in developing features for comput-
ing the function of each residue in a protein. None of the existing servers provides facility to compute
features for annotating chemically modified proteins and annotation of protein. In addition, existing servers
do not have the facility to compute composition of a specific region of protein. To overcome some of the
limitations of existing servers, we integrate most of the descriptors described in literature as well as some of
the novel descriptors in Pfeature.

In summary, it is a comprehensive, easy-to-use python package that computes a large number of features,
and allows users to calculate various features of proteins/peptides based on their sequence, structure, and
physiochemical properties. Recently, features computed using Pfeature have been used for developing
models for predicting pattern recognition receptors, interleukin-6 inducing peptides, and allergenic peptides
(Dhall et al, 2020; Kaur et al, 2020; Sharma et al, 2020). We have also provided the model building
module that can be used independently to analyze the descriptors and build different machine learning-
based models for classification and regression.
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